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1. Overview and Student Role 

This project aimed to identify important risk factors for future mania in individuals with 

Major Depressive Disorder (MDD). This was accomplished by utilizing data from the 

National Epidemiologic Survey on Alcohol and Related Conditions (NESARC) and applying 

the Weighted Random Forest algorithm. This study is of paramount importance as it allows 

for more targeted interventions, symptom surveillance, and potential preventive research for 

individuals with unipolar depression who are at the highest risk for a manic episode, and 

consequently, progression to bipolar disorder. 

As the student conducting this research, my responsibilities included: 

1. Reviewing relevant literature to understand the existing knowledge and research gaps in 

the prediction of future mania in individuals with major depressive disorder. 

2. Collaborating with my faculty advisor to formulate research questions and objectives. 

3. Familiarizing myself with the NESARC dataset. Learning about the structure of the data 

and coding of the variables.  

4. Preprocessing the NESARC dataset, handling missing data, ensuring data quality, and 

creating descriptive statistics tables to summarize and explore the dataset. 

5. Selecting appropriate methods to handle imbalanced data. Utilizing cross-validation and 

grid search to train three weighted random forest models with different sets of predictors. 

Employing the parallel computing technique to expedite the modeling process. 



6. Evaluating the models’ performance using AUC to examine how random forest deals 

with different types of variables. 

7. Analyzing the models' results to identify important predictors of future mania. 

Comparing the top important variables of the three models. Creating partial dependence 

plots to study the marginal relationship between the risk of mania and the variables. 

8. Comparing our results with prior studies and discussing the implications of our findings. 

9. Writing the final report and communicating the research findings with faculty and peers. 

2. Background 

Bipolar disorder is a complex psychiatric condition characterized by alternating episodes of 

mania and depression.[1] Most individuals with bipolar disorder experience one or more 

major depressive episodes prior to their first manic episode.[2] Identifying individuals with 

unipolar depression who are at high risk for a manic episode, and potential progression to 

bipolar disorder, allows for targeted interventions, symptom surveillance, and possible 

preventative research. 

Previous studies have attempted to identify risk factors for the transition from unipolar 

depression to bipolar depression. Cross-sectional studies have identified several features 

associated with a higher risk for bipolar disorder, including more depressive episodes and 

earlier onset of illness,[3-7] greater depressive severity,[5] atypical depressive symptoms,[8,9] 

psychotic symptoms,[6,10] and family history of bipolar disorder.[6,7] However, due to the 

nature of the cross-sectional study design, these studies do not necessarily distinguish 

features present before the first manic episode, such as psychiatric comorbidity,[4] and 

symptoms of bipolar depression may not remain stable across episodes.[11] 

A study published in 2012 utilized the National Epidemiologic Survey on Alcohol and 

Related Conditions (NESARC) dataset and the logistic regression model to identify 

demographic, clinical and psychosocial risk factors for mania among individuals with major 

depressive disorder (MDD), indicating diagnostic conversion from MDD to bipolar I 

disorder. This study identified various risk factors for the transition from MDD to bipolar 

disorder, including younger age, Black race/ethnicity, less than high school education, prior 

psychopathology (social phobia and generalized anxiety disorder), and environmental 



stressors (history of child abuse and past-year problems with one's social support group). 

However, the overall predictive power of these risk factors based on AUC was modest.[12] 

Given the modest predictive power of the 2012 study and the limitations of logistic 

regression models in handling large number of variables and correlations among them, there 

is a need for further research employing different statistical models. One such alternative 

model is the random forest model, which is a robust and flexible machine learning technique 

that can handle large datasets, complex interactions among variables, and nonlinear 

relationships. By conducting a new study using the random forest model and the NESARC 

dataset with the same goal, we can potentially improve the prediction of bipolar disorder 

among individuals with MDD and identify important risk factors that may have been 

overlooked by previous studies. Our new study could potentially lead to more targeted 

interventions and preventive measures for those at a higher risk of transitioning from 

unipolar depression to bipolar disorder. 

3. Methods 

This study utilized the National Epidemiologic Survey on Alcohol and Related Conditions 

(NESARC), a nationally representative household survey of 43,093 participants. The survey 

covers a wide range of topics, including alcohol, drug, and psychiatric disorders, as well as 

associated risk factors and consequences. The first wave of the NESARC was conducted in 

2001-2002, with a follow-up three years later comprising 34,653 of the original participants.  

The analytic sample for our study included all Wave 1 participants diagnosed with Major 

Depressive Disorder (MDD), as defined in NESARC by lifetime MDD history without any 

lifetime manic or hypomanic episodes. This criterion yielded a sample of 5219 participants, 

with 341 developing mania and 4878 not developing mania in the survey’s three-year follow-

up period. Our aim was to identify the demographic, clinical and psychosocial determinants 

of the transition from MDD to bipolar disorder based on the NESARC dataset. 

Considering the class imbalance in the dataset (mania : not developing mania = 341 : 4878), 

we employed the Weighted Random Forest algorithm, recognized for its effectiveness in 

handling imbalanced data. The traditional Random Forest algorithm aims to minimize the 



overall error rate, which can overlook minority classes due to their sparse representation.[13] 

However, the Weighted Random Forest approach addresses this by assigning higher penalties 

on misclassifying the minority class,[13] enhancing the model's ability to accurately predict 

outcomes for underrepresented groups. 

The Weighted Random Forest method follows the idea of cost-sensitive learning. We 

assigned a weight to each class, with the minority class given a larger weight, (i.e., higher 

misclassification cost). The weights assigned to each class in our study were derived from the 

prevalence of mania in our sample. The weight assigned to the mania class was equal to the 

prevalence of the majority class (not developing mania), while the weight assigned to the not 

developing mania class was equal to the prevalence of the minority class (developing mania) 

in the sample. The class weights were incorporated into the RF algorithm in two places. In 

tree induction procedure, class weights are used to weight Gini criterion for finding splits. In 

the terminal nodes of each tree, class weights were again considered. The class prediction of 

each terminal node was determined by a "weighted majority vote" (i.e., the weighted vote of 

a class is the weight for that class times the number of cases for that class at the terminal 

node). The final class prediction for the random forest was determined by aggregating the 

weighted vote from each individual tree, where the weights are average weights in the 

terminal nodes.[13] 

The variables for our model were selected based on previous literature, specifically from the 

previously mentioned 2012 logistic regression model study. We included in our model 

participant demographic characteristics, clinical characteristics of depression, lifetime 

psychiatric disorders, and past-year stressors (Table 1). We constructed three weighted 

random forest models using cross-validation and grid search for hyperparameter optimization 

based on the AUC metric, with each model incorporating a different set of selected 

predictors. The first model used only categorical variables, with all continuous variables 

transformed into categorical ones (tertiles). The second model incorporated both categorical 

and continuous variables when applicable (a change of 12 variables from categorical to 

continuous out of the 59 in model 1). The third model utilized processed variables created by 

our knowledge. The aim was to identify risk factors for a manic episode occurring during the 

study's three-year follow-up period.  



4. Results 

The Area Under the Curve (AUC) were 0.689, 0.701 and 0.688 for the categorical variable 

model, continuous variable model and pre-processed variable model, respectively (Table 2). 

The continuous variable model demonstrated the highest AUC, suggesting superior 

predictive ability. Interestingly, the pre-processed variable model maintained a stable AUC 

even after reducing the number of variables from 59 to 21 through variable collapsing. 

The top important variables identified by our models included age at onset of the first 

episode, age, annual family income, education level, and the number of lifetime depressive 

episodes. The continuous variable model displays higher importance scores for continuous 

variables compared to their categorical counterparts in the categorical variable model. (Fig 

1). The partial dependence plots from the categorical variable model indicated a higher risk 

of transitioning to mania with lower levels of education and decreased annual family income. 

Notably, the lower probability associated with the income group $24-19,999 compared to the 

income group $20,000 - $34,999 may be attributed to the small sample size in the former 

group, leading to a greater variation in the results. Earlier onset of the first depressive 

episode, a greater number of lifetime depressive episodes and black race/ethnicity (compared 

to white, native American and Asian) were associated with higher risks for transition from 

MDD to bipolar disorder (Fig 2). When examining the partial dependence plots for the 

continuous variable model, the results echoed the findings from the categorical model. For 

the variables of education level, annual family income, age at onset and number of lifetime 

depressive episodes, the continuous variable model reflected similar trends. Additionally, a 

younger age was associated with a higher risk of transition from MDD to bipolar disorder 

(Fig 3). 

Furthermore, comparisons between the partial dependence plots of the categorical variable 

model and the continuous variable model revealed strong alignment between the two in terms 

of the relationship between the risk of mania and the variables of education level, age at 

onset, annual family income, and number of lifetime depressive episodes (Fig 4). The 

continuous variable model, however, provided a more nuanced understanding of these 

relationships due to the finer range of variable values. 



Lastly, scatter plots of the predicted probabilities of the models against each other showed 

that for true mania cases, the continuous variable model produced higher prediction 

probabilities than both the categorical and pre-processed variable models (Fig 5). This 

further supports the superior predictive capacity of the continuous variable model in our 

study. 

5. Conclusions/Discussion 

The findings from our study align strongly with existing research on the risk factors for 

transitioning from Major Depressive Disorder (MDD) to bipolar disorder.[3-10, 12] The most 

important risk factors identified by our models include earlier onset of first depressive 

episode, younger age, lower annual family income, black race/ethnicity, lower education 

level, and increased number of lifetime depressive episodes. This continuity between our 

study and previous research supports the validity of these factors in predicting the transition 

from MDD to bipolar disorder. 

Our study demonstrates the potential of the Weighted Random Forest approach in handling 

imbalanced datasets. Class weights are a critical tuning parameter to achieve desired 

performance, and the out-of-bag estimate of the accuracy from the random forest can be used 

to select these weights.[13] In this study, we used the class weights derived by prevalence, 

which might not be optimal. Tuning this parameter could potentially lead to enhanced 

performance. 

Our continuous variable model showed superior predictive power, producing a higher AUC 

value and prediction probabilities for true mania cases compared to both the categorical and 

pre-processed variable models. However, the AUC is still round 0.7, indicating better-than-

chance prediction, but not sufficiently high for use as a clinical screening tool.[12] The rise in 

variable importance for continuous variables compared to their categorical counterparts is 

likely to be attributed to the random forest algorithm's inherent feature selection for 

continuous variables.[14] 

Interestingly, the AUC of the pre-processed variable model remained stable even after 

significant data reduction, which suggests its potential for further optimization with domain 



knowledge. Collaborating with domain experts could enhance the model's performance by 

providing more informed guidance on variable collapsing and selection. 

The consistency of our findings with a previous study that used the same NESARC dataset 

but a logistic regression model approach underscores the robustness of these findings across 

different methodologies. Future studies could build upon this work by further refining the 

predictive models and investigating potential interventions targeting the identified risk 

factors to reduce the risk of transitioning from MDD to bipolar disorder. 
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Tables and graphs: 

Category Variables 

Demographic factors age, sex, race, educational attainment 

Clinical 

characteristics of 

depression 

age at onset, first depression onset in the past year, presence of atypical 

features (3 variables), number of lifetime depressive episodes, high family 

history loading of depression (14 variables) 

Lifetime psychiatric 

disorders 

panic disorder, social phobia, generalized anxiety disorder, alcohol 

dependence (2 variables), nicotine dependence, cannabis abuse or 

dependence (2 variables), other substance dependence (17 variables) 

Past-year stressors 
social support group problems (3 variables), social environmental problems 

(2 variables), occupational problems (4 variables), economic problems 

 
Table 1 Variables included in the models 

 

Model Categorical 
variable model 

Continuous 
variable model 

Pre-processed 
variable model 

AUC 0.689 0.701 0.688 

Mtry 3 4 1 

Minimum node size 6 12 10 
 

Table 2 Model performance comparison 

 

Figure 1 Variable importance plots 



 
Figure 2 Partial dependence plots of top 5 important variables  

in the categorical variable model 
 
 
 

 
Figure 3 Partial dependence plots of top 5 important variables  

in the continuous variable model 
 

 



 
Figure 4 Partial dependence plots of categorical variable model  

versus continuous variable model 
 

 

 
Figure 5 Scatter plots of the models’ predicted probabilities against each other 

 

 
 
 

 

 

 


